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1 Introduction 

One of the key pressures related to the eutrophication and quality of the wa-
ter of the Baltic Sea is waterborne (and airborne) nutrient inputs. In the Bal-
tic Sea Action Plan from 2007 (BSAP 2007), eutrophication targets were set, 
and based on these preliminary maximum allowable inputs, country-
allocated nutrient reduction targets were developed and adopted. IN HEL-
COM Copenhagen Ministerial Declaration from 3.October 2013 Contracting 
Parties decided on revised nitrogen and phosphorus input reduction targets.  

The Contracting Parties of HELCOM have implemented several measures to 
reduce nutrient losses and discharges from both point sources and diffuse 
sources. Among other objectives, the periodic pollution load compilation 
(PLC) reports total annual runoff and total annual waterborne (and air-
borne) nutrient inputs to the Baltic Sea, evaluates time series of these annual 
values for trends, evaluates the importance of losses from different sources 
and the effect of different measures (HELCOM, 2013). The responsible work-
ing group for PLC assessments is the HELCOM LOAD group, and among 
other task: 

• Evaluates the annual inputs and country-wise reductions in nutrient in-
puts and follows up on whether reduction targets are significantly ful-
filled. 

• Evaluates the data quality and ensures necessary corrections and adjust-
ments of questionable or incomplete data. 

• Considers and improves the trend analysis approach and the flow nor-
malization procedures. 

• Finalizes the criteria for assessing “reaching the BSAP targets of a coun-
try”. 

• Assesses the information provided by the Contracting Parties to deter-
mine whether they contribute to significantly reaching their nutrient re-
duction targets as defined in the BSAP. 

All these tasks and objectives call for a standardized and appropriate meth-
odology, including statistical methods related to trend analysis, to identify 
the extent of trends, estimate uncertainty in datasets and evaluate whether 
reduction targets are met to allow the most qualified decisions to be made 
regarding possible trends and acceptance of reduced inputs. 

The HELCOM Heads of Delegation (HELCOM HOD 37/2012) adopted the 
project “Sixth Baltic Sea Pollution Load Compilation (PLC-6)”.One of the 
tasks under this project is the “Development of a standardized methodology 
to calculate uncertainties in national datasets, including a methodology for 
filling in data gaps and missing data”. The task included development of 
methods for testing if the annual inputs from the Contracting Parties are 
significantly reduced and for testing whether reduction targets are fulfilled.  

This report describes and includes a theoretical treatment of the statistical 
methods to be applied in pollution load compilation assessments. Focus 
points are waterborne input – for the development of core input pressure 
indicators and for determining in the annual assessments whether the Con-
tracting Parties fulfil reduction targets. The described methods include flow 
normalization of nutrient inputs, testing for trends, filling in data gaps, es-
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timation of dataset uncertainty and, finally, how to test whether reduction 
targets are fulfilled. These statistical methods will be included in the revised 
PLC guidelines by 2014. 

The statistical procedure for analysing for, especially downward, trends, in 
the normalized nutrient input values plays an important role in the pollu-
tion input compilations. The preparation of the data for trend analysis 
should include an assessment of the data quality, and in this report pro-
posals are presented on how to fill in gaps/missing data in input time series 
and how to test for outliers in the data (chapter 2). 

Furthermore, a study of the variability in the data sets behind the time series 
is important for assessing the size of the different components of variance. If 
some components can be reduced, the trend analysis will be more precise, 
and chapter 3 includes and discusses methods to estimate variance compo-
nents and total uncertainty. 

A final step in the preparation of the data is hydrological normalization of the 
yearly inputs in order to remove some of the effects of climate in the trends 
and to smooth out the input time series. This is described in chapter 4. 

A number of different trend analysis methods, both non-parametric and 
parametric, exist. In former pollution input compilations, the non-parametric 
method based on Kendall’s tau has been used. This method is known as the 
Mann-Kendall’s trend test. Trend methods are described in chapter 5. 

In chapter 6, a method for testing the fulfilment of reduction targets is pre-
sented. The method is based on a statistical test of mean values. The chapter 
also includes a definition of a traffic light system for inputs to determine 
which marine Baltic Sea sub-basins or which Contracting Parties (or catch-
ments) fulfil, almost fulfil or do not fulfil the reduction requirements (or in-
put ceilings), as outlined in document 5/2.2 from HELCOM LOAD 4/2012. 

In chapter 7, we illustrate the proposed methods by a step-by-step analysis 
of real input data from the PLC water database to exemplify the practical 
use of the proposed methodologies. 

In a concluding chapter, chapter 8, we discuss the different methods pre-
sented for normalizing, trend testing and estimating variance components, 
filling gaps, and testing the fulfilment of reduction targets. We provide rec-
ommendations on which methods to use for the different statistical tasks in-
volved in preparing pollution load compilations. 

The report concludes with an annex including an in-depth mathematical 
treatment of the Mann-Kendall trend test. Mathematical symbols are defined 
and described in the relevant sections of the report. 

The authors want to express their gratitude for the funding provided by 
Helsinki Commission (HELCOM Project No. 11.43) approved by HELCOM 
HOD 37/2012, cf. LD 66. Further we want to thanks participants of the PLC6 
project and HELCOM LOAD for comments and inputs, and HELCOM Sec-
retariat for help and support.   
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2 Data gaps and outliers 

The reliability of all statistical methods and statistical analyses, for example 
normalization of time series of nutrient inputs and trend analysis of the re-
sulting time series, is greatly enhanced when conducting an initial analysis 
of the data quality. In general, data quality should be ensured by checking 
the data for gaps, i.e. missing values, and for suspect values, i.e. outliers. 
When investigating suspect values, the data should be checked for analytical 
errors or errors in data storing process, for consistency with previously re-
ported data and with data from other comparable sources, and for errors 
when transferring data between databases. 

A first task in the establishment of a data quality routine is precise identifica-
tion of gaps in the dataset (which variables are missing and what is the 
length of the missing period?), followed by determination of the type of gap 
(not measured, measured but not reported, etc.). Data gaps in time series on 
nutrient input may occur for a number of different reasons: 

• Measurements are missing from a sub-catchment for certain periods of 
time. 

• Measurements of nutrient concentrations are missing. 
• Runoff has not been measured. 
• Nutrient and runoff data are both missing for a certain period of time. 
• Measurements could not be made due to external conditions (e.g. ice 

cover). 
• Data have not been reported for unknown reason. 
• Concentrations and/or runoff value seem suspect and have therefore 

been omitted from the calculation of inputs; alternative inputs have not 
been estimated. 

Several different methods are available for filling in data gaps. Depending 
on type, any of the following methods can be applied to fill in the gap: 

• The mean value of a statistical distribution. The distribution is deter-
mined either by including all relevant data on the given catchment or 
from a shorter time series, for instance when estimating missing data 
from point sources in the beginning or end of a time series. 

• The mean of adjacent values. If xa and xc are perceived as two time series 
values with xb missing, then: ݔ௕ = ௫ೌା௫೎ଶ          (2.1) 

• Linear interpolation. If xa and xb are perceived as two adjacent values to n 
missing values, then the kth missing value (from xa) can be estimated as: ݔ௞ = ௔ݔ + ݇ ∙ ௫್ି௫ೌ௡ାଵ         (2.2) 

• If runoff is known and a good relationship can be established between 
nutrient input and runoff, this can be used to estimate missing values, 

• A q-q relationship can be used to estimate missing runoff values; a good 
q-q relationship can often be established for a nearby river. 
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• A load-load relationship for another river for which high correlation can 
be verified. 

• Model estimations of unmeasured catchment loads, if possible – other-
wise, inputs can be estimated from reference data. 

• Assignment of a real value in the interval between zero and the limit of 
detection (LOD)/limit of quantification (LOQ) to observations below a 
limit of detection/limit of quantification. The PLC guidelines (see chapter 
5) describe how to handle concentrations under LOD/LOQ when calcu-
lating loads. 

Most methods for trend analysis, like the Mann-Kendall’s trend method (see 
chapter 5), can handle missing values, preferably in the middle and not at 
the end of the time series (e.g. either the first two or the last two years). The 
trend test will be only negligibly affected if missing values are few. The sta-
tistical power of the trend tests decreases if the time series show gaps as it is 
more difficult to prove a real trend significant at reduced statistical power. If 
many missing values have been estimated and the inserted values are the 
same for many years, a trend test should not be performed as variation will 
be much smaller than when the data are based on real observations. 

Above, various methods for filling in gaps have been described. Usually, the 
circumstance will decide which method to choose, but the following rank ex-
ists: 

1. A model approach – i.e. a regression type model – to estimate nutrient 
load or flow. 

2. Linear interpolation. 
3. Values from a look-up table or values provided by experts. 
4. No filling in of gaps. The time series is used as it is and assessments are 

made afterwards. 

Outliers are data values that are extreme compared to other reported values 
for the same locality (country, basin, catchment, etc.) and can only be deter-
mined and flagged by conducting a formal outlier test using for instance: 

• Dixon’s 4 sigma (σ) test: Outliers are the values outside the interval con-
sisting of the mean ±4 times the standard deviation. 

• A box and whisker diagram. 
• Experience-based definition of maximum and minimum values that is 

not likely to be exceeded or fallen below. 
• Water quality standards (interval values or limits), if available. 

It is important to note that outliers are not necessarily faulty data, but data 
requiring extra careful evaluation prior to use in statistical analyses. 

Suspect or dubious values are values that do not fulfill the requirement of 
being determined as a formal outlier but differ significantly from the re-
maining values in the time series, or values that are unreliable; for instance, 
a load value for the reported runoff or data from a neighboring catchment. 
Suspect or dubious values may occur if measurements in a sub-catchment 
have been made for only a limited period of time, if changes in laboratory 
standards have occurred, or if changes have been made in other measure-
ment methods, resulting in an abrupt change in data values. Also calculation 
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mistakes may occur due to use of wrong units, faulty water samples, labora-
tory mistakes, etc. Suspect or dubious values should be corrected and treat-
ed as a formal outlier unless they can be proven correct. 

If a dubious value is determined, deemed to be wrong and omitted from as-
sessments, and if it is not possible for the Contracting Party to correct the 
value, it should be removed from the PLC database by the Contracting Par-
ty. If a reported data value is determined to be an outlier and deemed to be 
omitted from assessments, the outlier can be replaced in the assessment us-
ing a method from the list on data gaps. Usually, filling in data gaps or re-
placing suspect data cannot substitute measured data; thus, if possible, pref-
erably measured or consistent model data should be found and used. It 
should be stressed that filled-in data gaps must be clearly marked in the PLC 
database. 
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3 Uncertainty of inputs (yearly input from a 
specific country or area) 

Time series of nutrient inputs demonstrate a certain amount of year-to-year 
variation due to the contributions from a large number of different compo-
nents. One such component is a possible trend in inputs over time, and time 
series are therefore, by standard, detrended before analysis of variance com-
ponents since trend-induced variations are not of basic interest in estimating 
the variance components. 

In the case of a time series with a constant mean value, i.e. no trend present, 
the time series will either be detrended or tested to avoid a significant up-
ward or downward trend. Variation appears within the yearly values – and 
it is thus assumed that the yearly inputs are sampled from the same popula-
tion of inputs with a given mean value and a given variation. This variation 
is, in fact, an estimate of the total uncertainty of a given yearly input, i.e. the 
standard error of the mean. 

Total uncertainty is a complex sum (based on certain assumptions) of a 
number of different uncertainty components: 

• Uncertainty due to field sampling (uncertainty from field sam-
pling/measurements of concentrations of nutrients, metals and other 
substances, uncertainty from measurements of water velocity and stage, 
etc.). 

• Laboratory uncertainty (variations in components lend uncertainty to la-
boratory analysis processes). 

• Uncertainty deriving from the sampling set-up (how often, where and 
when, sampling location, time) and the methods for calculating runoff 
(either stage-discharge relationship or other methods) and load (based on 
combined concentrations and runoff). 

• Variation introduced by year-to-year differences in climate (amount, 
type, and distribution of rainfall and changes in accumulated pools 
(snow/ice, soil and groundwater)). 

• Uncertainty from estimation of unmeasured loads (bias from omitting 
unmeasured loads and uncertainty of the methods applied for estimating 
unmonitored loads). 

• Uncertainty of inputs from direct point sources, including sampling, ana-
lytical errors, etc. 

• Most probably, several other components contributing to uncertainty. 

Awareness exists in most countries of analysis (laboratory) uncertainty, at 
least regarding nutrients. This is relatively well documented but may be one 
of the components contributing the least to total uncertainty. Most other 
components are complex, and some of them are very difficult to estimate in 
practice due to unavailability of empirical data. Uncertainty can be dimin-
ished by optimizing, for instance, time and location of sampling and imple-
mentation of a monitoring program taking into account variations in concen-
trations and runoff. An optimized monitoring program may introduce more 
strategic monitoring and more precise and modern techniques as well as an 
optimized methodology for estimating loads from unmonitored areas, stra-
tegic measuring being most important factor to decrease uncertainty. 
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Knowing the size of the different uncertainty components is not necessary 
when - as will be discussed later – testing for trends and for compliance with 
set targets. Variance component analysis is used in statistics when the re-
searcher seeks to optimize the sampling design in a hierarchical sampling 
regime and/or to test for effects (treatment, emission reducing measures or 
other factors) using the correct sums of squares. 

In the PLC-6 assessment, it would be useful to compare the total uncertainty 
of detrended nutrient load time series among countries, among sub-basins, 
etc., to determine if time series have the same level of uncertainty or if some 
countries, sub-basins, etc., have significantly lower or higher uncertainties. 
Investigation of the size of the different variance components would be 
highly useful for determining the reasons for the differences. The main re-
sult of such an exercise would be an overall improved data quality with 
more complete and consistent data sets from all Contracting Parties. 

For this purpose, we need a standardised methodology for estimating the 
uncertainties in the national datasets. One such methodology for estimating 
the uncertainty of data from monitored rivers has been described in a paper 
by Harmel et al. (2009). The method is called DUET-H/WQ (software is 
available at the HELCOM web pages), which is based on the so called RMSE 
(root mean square error) propagation method. It is a fair approximation to 
the true value, which is often very complicated to derive. 

In DUET-H/WQ, the uncertainty of individual measured loads is estimated 
by the formula: ܲܧ = ටܧொଶ + ஼ଶܧ + ௉ௌଶܧ + ஺ଶܧ + ஽௉ெଶܧ ,  (3.1) 

where according to Harmel et al. (2009): ܧொ=Uncertainty of the discharge measurement (±%) ܧ஼=Uncertainty of sample collection (±%) ܧ௉ௌ=Uncertainty of sample preservation/storage (±%) ܧ஺=Uncertainty of laboratory analysis (±%) ܧ஽௉ெ=Uncertainty of data processing and data management (±%), i.e. load 
calculation or model uncertainty (see Silgram and Schoumans (ed., 2004)). 

Then, the total uncertainty for aggregated data can be estimated by the for-
mula: ܧ ௧ܲ௢௧௔௟ = ଵ଴଴∑ ௫೔೙೔సభ ට∑ ቀݔ௜ ∙ ா௉೔ଵ଴଴ቁଶ௡௜ୀଵ        (3.2) 

and EPtotal is given as ±%. EPtotal is the uncertainty for the sum	ݔ = ∑ ௜௡௜ୀଵݔ , 
where xi is the monthly load from a catchment or a country. 

The Contracting Parties will need to gather information on the different un-
certainties, either from empirical data or from national or international pa-
pers and reports based on the same kind of data, i.e. riverine measurements 
based on more or less similar methods. 
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Furthermore, uncertainties regarding input estimates from unmonitored ar-
eas need to be described in order to estimate the total uncertainty for the 
whole catchment area. Uncertainty on direct inputs can be estimated using 
the same formula as above. 

As mentioned in the beginning of this chapter, total uncertainty may also be 
estimated from the variance of a time series of inputs without trends or a 
detrended time series. It is the standard error of the mean input throughout 
the period. The two estimates of total uncertainty can then be compared. 
Both of the methods described here did not detect a systematical measure-
ment bias, i.e. in runoff or in phosphorus inputs. Rather, they estimated the 
variation around an average value. 

In a situation where the given time series of inputs show a significant posi-
tive serial correlation, the standard error is underestimated and total uncer-
tainty is accordingly underestimated. In this report, we assume that the seri-
al correlation in a yearly time series of nutrient inputs is small; the basic cal-
culation of the standard error is therefore used as a close approximation to 
the true value of the standard error. 

The method by Harmel et al. (2009) is illustrated by the following two ex-
amples: 1) total uncertainty for a river with high measurement precision and 
2) total uncertainty for a river with low measurement precision. 

 
In Example 1 EP is 11% and in Example 2 EP is 125% when using formula 
3.1. Total uncertainty of assuming a constant monthly input of 2500 tons (xi) 
is 3% for Example 1 and 36% for Example 2. Total uncertainties were calcu-
lated using formula 3.2. 

 

Variance components Example 1 Example 2 ܧொ 5% 50% ܧ஼ 5% 100% ܧ௉ௌ 5% 30% ܧ஺ 5% 25% ܧ஽௉ெ 5% 50% 
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4 Hydrological normalization of nutrient  
inputs 

The annual riverine inputs of nutrients show large variations between the 
reported years. Variation in runoff is a major reason behind this and is main-
ly caused by climate effects on hydrological factors such as precipitation, in-
cluding accumulation and melting of snow/ice, and evapotranspiration, but 
also by temperature, etc. To remove the main part of the variation intro-
duced by hydrological factors, the annual nutrient inputs are flow-
normalized. Care should be taken when normalizing data if point sources 
have a large impact on calculated inputs, especially during periods with low 
water flow. Normalization should therefore not be applied to input from 
point sources discharging directly to the sea. 

Normalization of riverine inputs is a statistical method whose result is a new 
time series of nutrient inputs where the major part of the hydrology-
introduced variation has been removed. The normalized time series has a 
reduced between-year variation and the trend analysis is thus much more 
precise. Significant trends in the normalized series can probably be attribut-
ed to an effect of human activities. 

Different methods for normalizing inputs are described in Silgram and 
Schoumans (ed., 2004), chapter 4. In this report, we focus on methods based 
on empirical data. The empirical hydrological normalization method is 
based on the regression of annual loads and annual runoff; thus, the method 
normalizes the loads to an average runoff (averaged over the time series pe-
riod). In this way, the variation attributable to the annual amount of runoff 
is removed, whereas the effect of differences in the distribution of runoff 
over the year is not removed. In Silgram and Schoumans (ed., 2004), the 
normalization is based on un-transformed loads and runoffs. In our experi-
ence, the regression explains slightly more of the variation if both annual in-
put and annual runoff values are transformed by the natural logarithmic 
function before normalizing. 

The hydrological normalization should be regarded as a prerequisite for an-
alysing trends. The trend analysis is a two-step process including: 1) the 
normalization and 2) the actual trend analysis. 

According to Silgram and Schoumans (ed., 2004), the empirical hydrological 
normalization method should be based on the linear relationship between 
annual runoff (Q) and the annual load (L) of a nutrient: ܮ௜ = ߙ + ߚ ∙ ௜ܳ +  ௜,        (4.1)ߝ

where α and β are parameters associated with linear regression, and εi stands 
for the residual error in the linear regression. Then, the normalized load is 
calculated as: ܮ௜ே = ௜ܮ − ሺ ௜ܳ − തܳሻ ∙ መߚ ,      (4.2) 

where തܳ 	is the average runoff for the whole time series period. To avoid 
possible negative loads, the below formula should be used: 
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௜ேܮ = ௜ܮ ∙ ఈෝାఉ෡∙ொതఈෝାఉ෡∙ொ೔.      (4.3) 

Normally, the relationship is modelled after log-log transformation, reduc-
ing the influence of large loads and runoff values giving a slightly more pre-
cise fit with residuals that are more likely to be Gaussian distributed, which 
is a statistical prerequisite for the regression method. Thus, normalization 
should be based on a log-log regression between load and runoff: 

log ܮ௜ = ߙ + ߚ ∙ log ܳ௜ +  ௜.       (4.4)ߝ

This gives the following formula for normalized loads: ܮ௜ே = exp൫log ܮ௜ − ൫log ௜ܳ − log തܳ൯ ∙ መ൯ߚ ∙ expሺ0.5 ∙ MSEሻ, (4.5) 

and the following to avoid negative loads: ܮ௜ே = exp ቀlog ܮ௜ ∙ ఈෝାఉ෡∙log ொതఈෝାఉ෡∙log ொ೔ቁ ∙ expሺ0.5 ∙ MSEሻ.   (4.6) 

In the above formula (4.6), “log” is the natural logarithmic function, “exp” is 
the exponential function, and MSE stands for Mean Squared Error and is de-
rived by the regression analysis (Snedecor and Cochran, 1989). MSE is calcu-
lated in all standard statistical software programs and is defined as: 

MSE= ଵ௡ିଶ ∑ ሺݔ௜ − పෝሻଶ௡௜ୀଵݔ , 

where n is the number of observations in the time series, ݔ௜ is the observed 
value, and ݔపෝ  is the modeled value from linear regression. 

The factor “exp(0.5⋅MSE)” in the formulae is a bias correction factor and is 
derived as described by Ferguson (1986). The factor is needed in order to 
back-transform to a mean value and not to a geometric mean whose calcula-
tion does not require this factor. The main reason for using the natural loga-
rithmic function for transformation is stabilization of the variance among re-
siduals. Without the transformation, residuals are often distributed with a 
heavy tail to the right. Formula (4.6) is the recommended method for PLC-
5.5 and onwards. 

In PLC-5, the following method was used: 

log
10
௜ேܮ = log

10
௜ܮ ∙ ఈෝାఉ෡∙log10ொതఈෝାఉ෡∙log10ொ೔,       (4.7) 

after which the power function was used to back-transform formula 4.7. This 
method gives normalized loads which are a bit too low. Use of the natural 
logarithmic function has a more solid foundation in statistics than the base 
10 logarithmic function. In principle, the presented methods can be applied 
even with a significant trend in the runoff time series, as long as the relation-
ship between runoff and load is unchanged. Usually, the relationship chang-
es with a significant change in the amount of runoff over time. This implies 
that a trend analysis of the runoff time series is needed in order to determine 
whether an upward or downward trend in the flow is present. If a trend oc-
curs, we refer to Silgram and Schoumans (ed., 2004) for a method for nor-
malizing loads. 
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In general, the differences between the methods are small, but especially for 
time series with a large year-to-year variation, methods without a correction 
term will give biased values with an underestimation of the normalized 
loads. This can have an unwanted effect when testing fulfillment of targets. 

Hydrological normalization should be carried out catchment-wise, i.e. nutri-
ent loads should be normalized for each catchment separately. If the normal-
ization is performed country-wise or sub-basin-wise, the result will not be 
the same as the catchment-wise normalized nutrient loads summed to coun-
try or sub-basin level. 

To illustrate the method, we used data from the Vistula River, Poland, to 
normalize both the load of total nitrogen and total phosphorus. Figure 4.1 
shows scatter plots and the linear relation between loads and flow. Figure 
4.2 shows the normalized time series together with the unnormalized loads. 
Note the large reduction in between-year variation in the normalized time 
series. 

 

Figure 4.1. Scatter plots of annual loads of total nitrogen (a) and phosphorus (b) against runoff. Data represent the load of 
nitrogen and phosphorus to the Baltic Sea from the Vistula River in Poland during 1994-2010. 
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Figure 4.2. Time series plot of 
“raw” time series and of normal-
ized time series of annual nitro-
gen (a) and phosphorus (b). 
Normalized time series are the 
green lines. Data are from the 
Vistula River in Poland. 

Year

To
ta

l n
itr

og
en

 lo
ad

s
To

ta
l p

ho
sp

ho
ru

s 
lo

ad
s

1993 1995 1997 1999 2001 2003 2005 2007 2009 2011

a

b

0

40000

80000

120000

160000

200000

0

2000

4000

6000

8000

10000

12000



17 

5 Trend analysis and estimation of change 

An important task in the PLC-6 assessment and the development of HELCOM 
CORE input pressure indicators is to perform trend analysis on normalized 
time series of nutrient inputs to different parts of the Baltic Sea, including 
trend analysis of the water runoff, with the purpose of evaluating if nutrient 
inputs are reduced and supporting evaluations of the effects of implemented 
measures and determination of whether the country-allocated reduction tar-
gets are fulfilled. The time series used in the trend analysis should always be 
normalized, but the methods described below may, of course, be used to ana-
lyse trends in unnormalised nutrient inputs as well. Trend analysis can be per-
formed using a range of different both parametric and non-parametric meth-
ods. Parametric methods comprise ordinary regression with year as the inde-
pendent variable and linear and non-linear regression methods, such as poly-
nomial, exponential or more complex regression methods. The most well-
known non-parametric method is the Mann-Kendall trend test and the Theil-
Sen estimator for the yearly change in nutrient input. Apart from describing 
trend analysis methods, we will in this chapter treat methods for estimating 
the size of the trend when it is not linear. 

The Mann-Kendall method (Hirsch et al., 1982) is a well-established method 
for testing for a monotone trend in a time series. It is non-parametric and 
based on Kendall’s tau, which is a measure of the correlation between two 
different variables. The method is robust towards outliers and a few missing 
data. If the trend is linear, Mann-Kendall’s method has slightly less power 
than ordinary regression analysis. The Annex gives a detailed mathematical 
description of the method, and software can be downloaded for free at 
http://en.ilmatieteenlaitos.fi/makesens or http://www.miljostatistik.se. 

Ordinary regression analysis is also a well-known statistical method, but 
demands a linear relationship with Gaussian distributed residuals, which 
are stochastic independent as well (Snedecor and Cochran, 1989). If the time 
series is serially correlated, both the Mann-Kendall test and ordinary regres-
sion must be modified, since the tests will be impacted by this, and the 
probabilities of statistical test values can therefore not be trusted. On the 
other hand, it appears that the autocorrelation for annual time series of ei-
ther loads or runoff is small and can be ignored; thus, the methods can be 
used without modifications as a good approximation. The minimum time 
series length for application of the Mann-Kendall test is 5 years. According-
ly, the trend analysis method allows itself to be more easily standardised 
and not slightly modified for each different time series, as is the case in the 
event of autocorrelation. 

Both Mann-Kendall’s trend analysis and ordinary linear regression allow 
performance of a one-sided trend test if focus is on testing for a downward 
or increasing development in a time series. This is of relevance in the devel-
opment of the PLC-6, Core Input pressure indicators. 

If a time series plot shows a clear trend reversal (also called a change-point 
in time), i.e. when the first part of the time series shows a linear increase and 
the second part shows a linear decrease in nutrient inputs, the analysis can 
be carried out by using a model with two linear curves (“the 2 sections 
method”) or by applying two Mann-Kendall trend tests if both time series 
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include a sufficient number of years (example in figure 5.2). Year of trend 
reversal (the change-point) can either be determined by inspecting the time 
series plot or by applying a statistical method (Carstensen and Larsen, 2006). 
If an exact year of change in the inputs is known (changes to sewage plants, 
etc.), this year should, of course, be applied as change-point, and the time se-
ries should be divided accordingly. Statistical estimation of the time when a 
change occurs in a time series is complex and involves a calculation proce-
dure with iterative estimations. It is therefore suggested to determine the 
change-point by visually inspecting the time series plot if the time of change 
is not known prior to analysis. Time series analysis including more than 2 
sections may occur, but “2 sections analysis” is a method better suited for 
application to very long time series, i.e. longer than the length of the PLC-6 
time series. 

The second part of trend analysis is the task of estimating the size of the 
trend or the change per year. Again, several different methods exist, and the 
specific use of these depends on the shape of the trend. The Theil-Sen slope 
estimator (Hirsch et al., 1982) is a non-parametric estimator that is resistant 
towards outliers (suspect) values. The method assumes a linear trend and 
estimates the change per year, and the estimator fails if the trend is non-
linear, and if the time series shows time reversal, it is necessary two split the 
time series into two parts. 

The size of a linear trend can also be estimated by regression. This is the 
classical approach, which is, however, not flexible with regard to all shapes 
of trend. The simplest method is using the start and end values in the time 
series of flow-normalized inputs, but if start and/or end values are too dis-
tant from the general trend, this method is not reliable. 

If we seek to identify the total change in nutrient inputs over the whole time 
series expressed as a percentage, we can use the two methods below. Esti-
mated linear slope: 100 ∙ ሺ௡ିଵሻ∙ఉ෡ఈෝ ,        (5.1) 

where n is the length of the series, ߙො is the estimated input at start year mi-
nus one year, and ߚመ  is the estimated slope. Formula 5.1 is based on the Theil-
Sen slope estimator, and α is estimated using the estimator suggested by 
Conover (1980). When using start and end values we have the formula: 100 ∙ ൫end-start൯ start⁄ .        (5.2) 

For some times series, the start value, the end value or both can deviate too 
much from the general trend; if so, an approach using the average value of, 
for instance, the first 3 years and the last 3 years would reduce the influence 
of single years. 

The trend analysis methods are illustrated below based on the time series of 
normalized total nitrogen and normalized total phosphorus inputs to the 
Baltic Sea from Poland. Contributions from direct point sources have not 
been added to the inputs. In figure 5.1, the normalized time series are shown 
together with a linear fit of the trends. A trend analysis should always be ini-
tiated with a time series plot of the data series. Table 5.1 includes the results 
of the trend analysis. 
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The estimated change over the whole period for the normalized total nitro-
gen inputs is -26% according to formula 5.1 and -34% according to formula 
5.2. The large difference in estimated change is due to the fact that the trend 
is not linear over the total period from 1994 to 2010. There is a change-point 
in the time series around 2000. The first period has a much steeper down-
ward trend than the later period (figure 5.2). Application of Mann-Kendall’s 
trend test to the two periods 1994-2000 and 2000-2010 shows that the down-
ward trend in the first period is significant, whereas the trend in the last pe-
riod is insignificant. 

For total phosphorus, the estimated change over the whole period is -25% 
when using formula 5.1 and -26% when using formula 5.2. 

 

Figure 5.1. The fitting of linear 
regressions to flow-normalized 
inputs of nitrogen (a) and phos-
phorus (b). Data are riverine 
inputs from Poland. 

Table 5.1. Results of trend analysis of riverine inputs from Poland. Trends are significant when P < 0.05. 

Time series Runoff TN raw TN norm TP raw TP norm 

Mann-Kendall β=-0.724 

P=0.48 

β=-6581 

P=0.036 

β=-3525 

P=0.0074 

β=-370 

P=0.0435 

β=-0.215 

P=0.0003 

Regression β=-0.455 

P=0.46 

β=-5400 

P=0.023 

β=-3672 

P=0.0024 

β=--330 

P=0.011 

β=-213 

P=0.0002 
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Figure 5.2. Illustration of the two-
line method in trend analysis. 
Data are normalized riverine 
inputs of total nitrogen from Po-
land. 
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6 Testing fulfilment of BSAP reduction  
targets 

The progress in nutrient input reduction can be tested by two different 
methods: 1) trend analysis of time series of normalized nutrient inputs, as 
discussed in chapter 5; and 2) statistical analysis of whether the country-wise 
nutrient reduction targets under BSAP have been significantly met by a Con-
tracting Party. In this chapter, a statistical method for testing fulfillment of 
reduction targets is proposed, and a traffic light system is introduced to il-
lustrate a country’s progress towards fulfilling the targets. A statistical 
method for testing if a normalized nutrient time series has moved relative to 
a defined nutrient target is needed. For this purpose, a parametric method 
based on the simple test of the mean value in a sample of Gaussian distrib-
uted data is suggested – a method that is often referred to as the fail-safe 
principle. 

Let us assume that we have a time series of normalized inputs. The time se-
ries is initially assumed to be without a statistical significant trend and with-
out a significantly large serial correlation, and we assume that the reduction 
target T (or any kind of target such as, for instance, maximum country input 
target) is defined without error, i.e. is a fixed value (certain amount of nitro-
gen/phosphorus given without any uncertainty). Let us finally assume that 
the data is sampled from a Gaussian distribution with mean value μ and 
variance σ2. 

As null hypothesis for the statistical test, we assume that the target has not 
been fulfilled, i.e.: 

TH ≥μ:0 , 

The alternative hypothesis TH A <μ:  follows from this, i.e. the target has 
been fulfilled. Now assume that the test probability α is defined to be 5% 
(0.05), and then calculate the statistic. ̅ݔ஺஽ = ݔ̅ + 1.645 ∙ SE,    (6.1) 

where ̅ݔ is the mean of all values in the time series and SE is the standard er-
ror (SE = standard deviation divided by square root of n = number of obser-
vations in the time series), and, finally, 1.645 is the 95% percentile in a 
Gaussian distribution with mean 0 and variance equal 1. A test probability 
of 5% means that we have a 5% probability of incorrectly rejecting the null 
hypothesis. 

This statistic is called the adjusted mean, and if the statistic is less than the 
target T, the reduction target is fulfilled. 

In the case of a time series on nutrient inputs with a significant trend, anoth-
er statistical method is needed for testing if a BSAP target is fulfilled. Let us 
assume that the trend is linear, a linear regression model with year as inde-
pendent variable can be fitted to the time series, estimates for α and β can be 
calculated, and the residuals are Gaussian distributed. The linear model is 
then used to predict a normalized nutrient input for the last year n in the 
time series. This estimate is calculated as: 
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௡ே෢ܮ = ොߙ + መߚ ∙ ௡ݎܽ݁ݕ .     (6.2) 

Next, we need the standard error of the prediction which is defined as: 

SEr=√ܧܵܯ·ඥ1 ݊⁄ + ௡ଶݎܽ݁ݕ ∑ ⁄௜ଶ௡௜ୀଵݎܽ݁ݕ    (6.3) 

where MSE is the Mean Squared Error as defined in chapter 4, n is the num-
ber of years in the time series, yearn is the last year in the time series (i.e. 
2010), and yeari simply stands for a given year in the time series (i.e. 1997). 
Then the statistic is calculated as: ̅ݔ஺஽ = ௡ே෢ܮ + ௡ିଶ,଴.଴ହݐ ∙ SE(6.4)    ,ݎ 

where ݐ௡ିଶ,଴.଴ହ is the 95% percentile in a t-distribution with n-2 degrees of 
freedom. A list with the 95% percentiles for different values of n-2 is given in 
annex 2. The mathematical definition of the standard error of the prediction 
SEr given in (6.3) is a well-known statistic from ordinary linear regression 
(Snedecor and Cochran, 1989). If the trend is not linear, another model has to 
be used for the time series, and the formula for the standard error needs to 
be revised. The form of the trend in the data will dictate the method to be 
applied. 

If the final years in the time series differ substantially from earlier years, ei-
ther in level or trend, the last portion of the time series should be used to 
perform the statistical evaluation of target fulfillment. The exact number of 
years to be included depends on the actual situation, but minimum 5 years 
should be included. If only a few of the last values in the time series show 
substantial differences, the full times series should be used.  

Finally, a traffic light system can be defined to obtain a status of whether a 
country has met the set BSAP target, whether it is close to fulfilling the tar-
get, or whether the target has not been fulfilled. This is described in HEL-
COM LOAD 4/2012 doc 5/2.2. Statistically, we define the system: 

Red: 
If ݔ ഥor ܮ௡ே෢ > ܶ, i.e. the average normalized nutrient input over the consid-
ered period or the estimated normalized input for the last year is above the 
target value. 

Yellow: 
If ݔ	ഥor	ܮ௡ே෢ < ܶ,	 and if ̅ݔ஺஽ > ܶ, i.e. the null hypothesis of target test is accept-
ed, but the average normalized input or the estimated normalized input for 
the last year is lower than the target value. 

Green: 
If ̅ݔ஺஽ < ܶ, i.e. the null hypothesis of the target test is rejected. 

To illustrate the principles, we tested if the total nitrogen inputs from Germa-
ny to the Baltic Sea (normalized riverine input + input from direct point 
sources + atmospheric deposition) met the provisional BSAP input ceiling (by 
August 2013) of 53,813 tons per year. A trend analysis of the summed up ni-
trogen inputs to the Baltic Sea from Germany showed a significant downward 
trend. In order to test target fulfillment, we fitted a linear regression to the 
time series and estimated the value in 2010 to be 53,590 tons. Using formula 
6.4, the test value was 53,590+1.76*435=54,356, which is above the target. Traf-
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fic light evaluation resulted in a yellow light as the estimated value in 2010 
was under the target value. The test principle is illustrated in figure 6.1. 

 

 

 

Figure 6.1. Plot of principles for 
time series with trend created 
from German data on the total 
input of nitrogen to the Baltic 
Sea. Full line is target, “-----“ line 
is estimated value in 2010, and 
“….” line is the test value accord-
ing to formula 6.4. 
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7 Step by step analysis illustrated by  
HELCOM data examples 

This chapter will present a full statistical analysis of time series from normal-
ization in order to test whether a target has been fulfilled. We use data from 
the input of total waterborne phosphorus to the Kattegat (from both Sweden 
and Denmark). 

We assume that the data have been evaluated for data gaps and outliers and 
thus are without missing values and errors – in other words, the data have 
been accepted by all relevant Contracting Parties. 

The first hydrological normalization is performed for all rivers that dis-
charge into the Kattegat from both Sweden and Denmark. The normaliza-
tion of the River Göta Älv in Sweden is given as an example. 

The relationship between log-transformed inputs of total phosphorus and 
runoff in River Göta Älv is shown in figure 7.1. 

 

The next figure shows the normalized inputs for total phosphorus summed 
up for all rivers discharging into the Kattegat, plotted together with the 
measured unnormalized inputs. As can be seen, the variation between years 
is significantly reduced. 

As mentioned, the normalization is carried out for all rivers discharging into 
the Kattegat, and these normalized inputs summed for all the rivers together 
with inputs from direct point sources and atmospheric deposition are used 
for the trend analysis and the target testing. 

Figure 7.1. Linear regression on 
total waterborne phosphorus 
inputs and runoff for River Göta 
Älv in Sweden. 
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Figure 7.3 shows the linear trend line fitted through the time series of total 
phosphorus inputs. The trend in total phosphorus inputs to the Kattegat 
(water + airborne) seems to be close to linear. 

 
The result of the Mann-Kendall trend test is a highly significant downward 
trend (two-side test, P=0.0060; one-side test, P=0.0030). The slope is estimat-
ed to be -21 tons per year (Theil-Sen slope). The total change in input over 
the period is estimated to be -17% (using formula 5.1). 

The phosphorus input ceiling (target) for the Kattegat is set to 1,687 tons. 
The normalized total phosphorus inputs also show a significant downward 
trend, and when applying a linear trend to the time series, the normalized 
input in 2010 is estimated to 1,549 tons. Formula 6.4 gives the following test 
value: 1,549+1.76*47=1,634, which is 53 tons below the target. Therefore, a 
green light is given to inputs of phosphorus to the Kattegat. 

 

Figure 7.2. Normalized (green) 
and measured riverine inputs of 
total phosphorus to the Kattegat. 

Figure 7.3. Linear trend fit to total 
water + airborne inputs to the 
Kattegat during 1995-2010. 
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Figure 7.4. Testing the target 
value for total water and airborne 
phosphorus to the Kattegat for 
the period 1995-2010. Full line is 
target, “------“ line is estimated 
value in 2010, and “…….” line is 
test value according to formula 
6.4. 
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8 Discussion and recommendations 

This report deals with the statistical aspects of analyses in relation to PLC 
data assessments, Core Input pressure indicator development, evaluation of 
fulfilment of BSAP reduction targets, etc. A number of different topics have 
been covered, for instance hydrological normalization, trend analysis, and 
significance tests for whether targets have been met or not. In the following, 
we have listed recommendations for which statistical method is best suited 
for the preparation of the PLC-6 guideline. 

• Good data quality and consistency are a must to conduct reliable statisti-
cal analyses of the available time series. Time series may include gaps 
and/or suspect/dubious values. In chapter 2 of this report, methods for 
filling in gaps and how to determine if a dubious value is an outlier are 
described. 

• Regarding total uncertainty in country data: It is a difficult task to calcu-
late the exact uncertainty for the data provided by the contracting parties. 
One potential method may be to apply the simpler method DUET-
H/WQ described in Harmel et al. (2009), which gives an approximation 
to the total uncertainty in monitored catchments. Information on the un-
certainty of nutrient inputs in unmonitored areas has to be given by the 
Contracting Party – either by model uncertainty or as an expert evalua-
tion. 

• Normalization of nutrient inputs should be performed using the method 
based on transformed inputs and runoff. Transformation should be un-
dertaken using the natural logarithmic function (see formula 4.6 in this 
report). Normalization is carried out for each catchment (river) separate-
ly, and normalized inputs can be summed up at country or at Baltic Sea 
sub-basin level. Normalization is a necessary step before conducting 
trend analysis. The method ensures that variation in annual inputs is sig-
nificantly reduced, contributing to test for a significant trend in inputs by 
allowing identification of minor trends as being statistically significant. If 
a decision is made to use monthly input time series in the future, similar 
normalization methods can be applied to the monthly data (see Silgram 
and Schoumans (ed., 2004)). 

• Concerning trend analysis, the Mann-Kendall non-parametric trend 
method is recommended for testing a significant monotone trend in the 
normalized time series. The method is fairly robust although autocorrela-
tion can deflate the power of the test as it will for all statistical test meth-
ods. We assume that the autocorrelation in the yearly time series of nutri-
ent inputs is of minor importance and therefore see the Mann-Kendall 
trend test as very good approximation. This non-parametric method can 
be used on both “raw” nutrient time series, normalized time series and 
runoff (climate) time series. If it is decided to use monthly input time se-
ries in the future, the Kendall trend test has been extended to a seasonal 
version (Hirsch and Slack, 1984). 
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• Estimating the change in nutrient inputs can be done by the non-
parametric Theil-Sen slope estimator. The method assumes a constant 
change, i.e. a linear trend. Thus, use of the Theil-Sen slope estimator is 
recommended if the trend can be assumed to be fairly linear. If the trend 
is not linear, a non-linear model or start end difference should be used. 

• If the time series show two or more distinct trends (trend reversal), two 
or more linear trends should be applied to model the time series. The 
change-point can either be determined by visual inspection of the time 
series plot or by a statistical method (Carstensen and Larsen, 2006). 

• BSAP nutrient reduction target values have been defined, and a statistical 
method is needed in order to decide if the targets have been fulfilled. For 
time series with a non-significant trend, the equation in formula 6.1 can 
be used to calculate the adjusted mean nutrient input and evaluate this 
value against the target value. For time series with a significant linear 
trend, the equation in 6.4 should be used. We have defined a traffic light 
system allowing evaluation of nutrient inputs from varying catch-
ments/Contracting Parties to the Baltic Sea according to defined targets. 
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Annex 1: Mathematical description of the 
Mann-Kendall trend test 

Trend analysis of a time series of length T and early loads of nutrients can be 
done by applying Mann-Kendall’s trend test (Hirsch et al., 1982). This test 
method is also known as Kendall’s τ  (Kendall, 1975). The aim of this test is 
to show if a downward or upward trend over the period of T years is statis-
tically significant, or if the time series merely consists of a set of random ob-
servations of a certain size. The Mann-Kendall’s trend test has become a very 
effective and popular method for trend analysis of water quality data. 

The Mann-Kendall’s trend test is a non-parametric statistical method, which 
means that the method has fewer assumptions than a formal parametric test 
method. The data do not need to follow a Gaussian distribution as in ordi-
nary linear regression but should be without serial correlation. Furthermore, 
the method tests for monotone trends and not necessarily linear trends, and 
it thus tests for a wider range of possible trend shapes. The direction of the 
monotone trends may be either downward or upward without any specific 
form. The power of the Kendall trend method is slightly lower than ordinary 
linear regression if the time series data are Gaussian distributed and the 
trend is actually linear, as this will encompass the slightly less restrictive as-
sumptions. 

Let nxxx ,,, 21  be yearly loads of total nitrogen or total phosphorus for the 
years n,,2,1  .  The null hypothesis of the trend analysis is: the n yearly da-
ta values are randomly ordered. The null hypothesis is tested against the al-
ternative hypothesis that the time series has a monotone trend. The Kendall 
statistic is calculated as (S = variance): 
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The trend is tested by calculating the test statistic: 
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where n is the number of loads in the time series. 

A positive S-value indicates an upward trend and a negative value indicates 
a downward trend. When both a downward and an upward trend are of in-
terest (a two-sided test), the null hypothesis of randomly ordered data is re-
jected when the numerical value of Z is less than the ( )2

α -percentile or 
greater than the ( )21 α− -percentile (two-sided test) in the Gaussian distribu-
tion with mean value 0 and variance 1. A one-sided test can be carried out as 
well. The significance level α  is typically 5%. The reason for evaluating Z in 
the standard Gaussian distribution is the fact that S under the null hypothe-
sis is Gaussian distributed with mean value 0 and variance ( )Svar  for

∞→n . The Gaussian approximation is very good if n ≥10, and fair for 
5≤n≤10. 

It is possible to calculate an estimate of the trend β (a slope estimate) if one 
assumes that the trend is constant (linear) during the period and the esti-
mate is change per year. Hirsch et al. (1982) introduced the Theil-Sen slope 
estimator, which can be calculated in the following way for all pair of obser-
vations ( )ji xx ,  with nij ≤<≤1 : 

ji

xx
d ji

ij −
−

= . 

The slope estimator is the median value of all the ijd -values and is a robust 
non-parametric estimator and will generally work for time series with serial 
correlation and non-Gaussian distributed data. A ( )α−1100  % confidence 
interval for the slope can be obtained by undertaking the below calculations 
(Gilbert, 1987). 

Select the desired confidence level α  (1, 5 or 10 %) and apply: 









=
=
=

=−

10,0

05,0

01,0

645,1

960,1

576,2

21

α
α
α

αZ , 

in the following calculations. It is standard to use a confidence level of 5%. 

Calculate: 

( )( ) .var 2
1

21 SZC ⋅= −αα  

Calculate: 

21
αCN

M
−= , 

and 

22
αCN

M
+= , 

where 
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( ).1
2

1 −= nnN  

Lower and upper confidence limits are the 1M th largest and the ( )12 +M th 
largest value of the N ranked slope estimates ijd . 

A non-parametric estimate for the intercept α can be calculated according to 
Conover (1980). The estimator is calculated as: ߙො = ௫ܯ − መߚ ∙  ,௜ܯ
where Mx is the median value of all the data in the time series, and Mi is the 
median value of n,,2,1  . 

If the time series consists of data from different seasons (i.e. monthly loads), 
it is possible to apply Mann-Kendall’s seasonal trend test (Hirsch and Slack, 
1984). This is done by calculating the test statistic S for every season sepa-
rately. Subsequently, the test statistic for the whole time series is equaled to 
the sum of each of the seasonal test statistics. We refer to Carstensen and 
Larsen (2006) for a detailed mathematical description of the seasonal trend 
test. 

 



33 

Annex 2:  List of 95% percentiles of the  
t-distribution with n-2 degrees of 
freedom 

n-2  95% percentile 

1  6.314 

2  2.920 

3  2.353 

4  2.132 

5  2.015 

6  1.943 

7  1.895 

8  1.860 

9  1.833 

10  1.812 

11  1.796 

12  1.782 

13  1.771 

14  1.761 

15  1.753 

16  1.746 

17  1.734 

18  1.729 

19  1.725 

20  1.721 

21  1.717 

22  1.714 

23  1.711 

24  1.708 
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